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Problems & Ideas
• Problems of Conventional ER Approaches::

– Input Length Constraints: Pre-trained language models (PLMs) are 
limited to 512 tokens, leading to truncation or summarization of long-
text entities with information loss.

– Needle in the Haystack: Critical information is scattered across 
unstructured long-text entities, making extraction challenging.

• Ideas: Combines Large Language Models (LLMs) for structural 
data enrichment (SDE), and uncertainty calibration module to 
filter hallucination generations of LLMs with its inherit 
parameter.

Illustration of FUSER‘s Structural Data Enrichment (SDE) and Uncertainty Calibration modules. The SDE framework(Left)
uses a typical retrieval-augmented generation (RAG) pipeline to chunk and extract structured attributes from unstructured
long-text entities, while the uncertainty calibration module (Right) evaluates attribute- and entity-level uncertainty to filter
hallucinated LLM outputs.



Main Contributions
• Contributions:

– Structural Data Enrichment (SDE): LLMs extract schema-aligned 
attributes from unstructured text via retrieval-augmented chunking,
pairwise enrichment and domain knowledge injection;

– Uncertainty Calibration: A two-tier module evaluates attribute- and 
entity-level uncertainty to filter hallucinations and ensure reliability;

– Lightweight ER Pipeline: Combines enriched data with contrastive 
learning for blocking/matching tasks, achieving state-of-the-art 
performance with minimal labeled data.

Entity matching performance in comparison to the baselines, we report the F1-score in 100 scale,


